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Abstract

Officer retention in the Air Force has been researched many times in an attempt

to better predict the personnel needs of the Air Force for the future. There has been

previous work done in regards to specific AFSCs and how their retention compares

to specific yet similar private sector jobs. This study considers different econometric

time series statistics as a feature space and an average Air Force officer separation

rate as the response variable for the multivariate time series analysis deep learning

techniques. The econometric indicators used in this study are New Business Forma-

tions, and the Consumer Confidence Index. The techniques considered for this study

were Long Term Short Memory(LSTMs) models and Gated Recurrent Unit(GRU)

models. This study shows that both GRUs and LSTMs perform fairly well with a

forecast of 14 months out, but does not perform well comparatively to the more tra-

ditional univariate time series forecasting techniques, ARIMA models. The career

fields with better performing models were career fields that will have jobs outside of

the Air Force that will be more likely to hire in a period of economic growth, which

would in turn increase the separation rate.
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AN EXPLORATORY ANALYSIS OF TIME SERIES ECONOMETRIC DATA

FOR RETENTION FORECASTING USING DEEP LEARNING

I. Introduction

1.1 Background

The Air Force has experienced longstanding retention issues. Too often, talented

individuals separate from the Air Force after their Active Duty Service Commit-

ment (ADSC) has been completed. In a healthy economy, there are plenty of private

sector jobs for military members to pursue once they leave the Air Force. While this

may not cause a lack of personnel in the junior Company Grade Officer (CGO) posi-

tions, it does cause a gap in the time between the average ADSC for new personnel

and the personnel that have passed the 10 year mark of their career, or are more than

halfway to retirement. In an unhealthy economy there are far fewer civilian jobs,

resulting in a higher retention rate. Programs such as PALACE CHASE help reduce

the number of people in the Air Force when too many retain. The PALACE CHASE

program allows current Active Duty Service Members to exchange on a one-to-one

ratio of remaining Active Duty Service Commitment for an Air Reserve Component

position[1]. This program helps to preserve the integrity of the mission, while still

reducing the number of people in the Air Force to congressionally mandated levels.

The economy is difficult to predict. The National Bureau of Economic Research [2]

is a private, non-partisan research organization, and uses the business cycle as a mea-

sure of the state of the economy. The National Bureau’s Business Cycle Dating

Committee maintains a chronology of U.S. Business cycles. The most recent com-
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mittee announcement in June 2020 identified the economic peak of February 2020

before the sharp decline in March 2020 of the economic expansion that began after

the Mortgage Backed Securities Housing Crisis in June of 2009 as the most recent

“trough”. A peak is defined as an economic relative maximum point ,and a trough is

an economic relative minimum point. Forecasting peaks and troughs are two separate

trains of thought. If we consider the peak in 2020, that was a product of continuous

economic growth between new businesses forming, interest rate cuts, and a relative

minimum unemployment rate among other factors. A trough is more difficult to pre-

dict and might not necessarily be considered a likelihood. Take the Housing Crisis

that was the cause of the trough in 2009 as an example. A key aspect of the crash was

the misguided notion that people would always pay their mortgage. A more accurate

statement is that well qualified buyers would pay their mortgage. The issue arose

when unqualified applicants would be approved for mortgages that they would never

have been able to afford. This problem would not have been evident to a majority

of the public, and was unexpected to many people. Given the unexpected nature of

this, it makes forecasting something like this even more difficult to predict.

Economic Analysis with statistical models use indicator variables. If the goal of the

analysis is prediction then a leading economic variable is a useful variable in the model.

This thought process does not necessarily lend itself to intuition. Unemployment rates

are generally a good indicator of economic health, but given that unemployment rates

measurable effects are only observable after they have occurred, it would not be useful

as predictors so much as general analysis [3] .

A model with macroeconomic indicators was built by McGee [4] as an exploratory

analysis to examine any significant relationships between leading economic variables

and personnel data. The best model from her research included New Business For-

mations and New Durable Good Orders. These are both measures for the creation of

2



new jobs for a healthy economy, which should be excellent predictors for the separa-

tion or retention of military personnel if those statistics are in the positive or negative

direction.

Army retention has been modeled using time series forecasting techniques such as

weighted averages, exponential smoothing, and auto-regression [5]. Time Series fore-

casting is a powerful modeling technique when predicting trends, and the challenges

in previous studies have stemmed from not being able to discern what the underly-

ing reasons were for the attrition of manpower. Without underlying reasons, policies

cannot be adjusted accordingly.

1.2 Problem Statement

The retention problem for the Air Force has been examined using different tech-

niques in the past such as survival analysis, regression, and Autoregressive Integrated

Moving Average (ARIMA) models for selected individual AFSCs. This study utilized

a multivariate time series forecasting approach using economic features to predict

separation rate for the Air Force Officer Corps in the aggregate as well as selected

AFSCs. Deep learning methods, specifically: Long Short Term Memory (LSTMs)

networks and Gated Recurrent Units (GRUs) networks, have been successful in pre-

dicting nonlinear and noisy time series data such as econometric data. They may

similarly be useful in finding the hidden relationships between the econometric data

and the separation data. If we are able to use these models to predict increases

in separation accurately enough, leadership could be able to implement changes to

incentivize retention.

3



1.3 Document Overview

This document is organized as follows. Chapter II provides an overview of rele-

vant background information, previous work that this study is expanding upon, and

different models and techniques used. Chapter III provides the models and methodol-

ogy for the problem. Chapter IV provides the results and comparison of the models.

chapter V draws conclusions from the results in the previous chapters and provides

future work recommendations.

4



II. Literature Review

There have been many studies examining the causality of Air Force retention is-

sues. Some studies used economic indicators to model retention. Previous work to

find significant predictors by using methods such as linear regression, logistic regres-

sion, or neural networks examined various indicators for models of future retention.

McGee [4] found two significant economic factors that were useful in predicting future

attrition. These are utilized in this study. Cross-referencing these time series mod-

els with the attrition rates over time should identify whether or not the predictive

capabilities are significant.

This chapter will go over research on how the private sector handles attrition fore-

casting, relevant previous work done on Air Force Retention, time series forecasting

approaches using deep learning and ARIMA, and background mathematics on Re-

current Neural Networks, Long Short Term Memory (LSTMS), and Gated Recurrent

Units (GRUs).

2.1 Private Sector Employee Retention Forecasting

The private sector has an inherent advantage over the military in regards to the

consequences of losing a higher ranking employee. If a company loses a manager or

VP, they have the option of either promoting internally or hiring externally. The

military only has the option to promote internally. The military also operates on an

active duty service commitment meaning that separation from the air force has more

of a time component than employee retention in the private sector. Given that, the

forecasting research that has been done in the private sector has been based around

classification models. These models use a combination of categorical and numerical

data to predict if an employee is going to leave the company.
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Pachal et al. [6] used an artificial neural network as a classification model to predict

whether or not specific employees would have an intent to leave the company. This is

a different approach from multivariate time series forecasting given that this is looking

at multiple variables with a binary result rather than predicting a numerical value

with respect to time. The majority of the features for the data in this study were

categorical in nature. These features included characteristics such as, Gender, Marital

Status, Number of Children, and Education. Some of the numerical features included

number of years at the company, salary, and bonuses. The best neural network was

able to correctly classify an employee’s intentions 54.45% of the time. While this is

better than a coin toss statistically, there is not enough of a real practical difference

to say this model was successful.

Ben Yahia et al. [7] was another example of using machine learning and deep

learning models to predict employee attrition. This study used an IBM simulated

dataset, a kaggle dataset, and a real dataset from a questionnaire that was sent out to

wide variety of demographics, but all worked at universities. These datasets included

a combination of categorical data and numerical data that related to satisfaction

of a current job as well as a binary classifier on if they had any intent to quit their

current organization. They also had a balanced dataset in regards to the classification

of intent to leave where 47.3% had an intent to leave their job and 52.7% had no

intention of leaving. This is an important quality for the data to have given that an

unbalanced dataset could cause the model to be more likely to predict the outcome

that is more frequent in the data. As a whole the machine and deep learning models

performed well, but the Random Forest performed the best with an accuracy of 0.98

before feature selection took place, and an accuracy of 0.983 after feature selection

took place. This study also showed that the most important feature for prediction

was how much an employee traveled for business. Another important feature was
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rewards and compensation, which are much more intuitive to predicting attrition - if

someone does not feel like they’re being compensated well enough, they will be more

inclined to leave.

A classification model would be an interesting avenue to explore if sufficient data

existed regarding an individual’s demographics. It could be possible for the Air

Force to send out surveys similar to what were used in these studies to supplement

something like this in the future.

2.2 Relevant Previous Work on Air Force Retention

The retention problem in the Air Force sounds much simpler than it is. Intuition

would suggest that the AFSCs with skills that would correlate well with the private

sector would be more likely to separate since there would be a larger, possibly more

lucrative job pool to choose from. However, if Air Force officers are not in AFSCs that

directly correlate to the private sector, they are generally in management roles that

themselves correlate to the private sector. The Air Force creates/attracts excellent

leaders and skill-based workers alike that would most likely separate if given the

option due to external factors such as familial and personal demographics or economic

conditions

Gaupp [8] made an initial effort at using an agent-based model to examine eco-

nomic indicators and pilot retention. Rather than making complicated specifications,

Gaupp created a simpler model and,“let the model surprise them with the results.”

Guapp’s results implied that the retention process for pilots is essentially a steady-

state process over time, and is largely determined on a personal case-by-case basis.

This led to the notion that instead of targeting individual characteristics and issues,

the decision makers should focus more on the overall work environment.

Jantscher [9] created a baseline model for predicting retention rates for specific
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AFSCs given economic metrics, and explored potential relationships between the Air

Force retention rates and economic indicators. It was found that the majority of

AFSCs had a negative correlation between economic indicators and their respective

retention rates, meaning that as the economic indicators move in a positive direction,

the retention rates move in a negative direction. The economic data that Jantscher

utilized for this study corresponded to the ebb and flow of the economy; however,

there was multicollinearity present, and due to the lack of economic indicator data

points, a principal component analysis was not possible to attempt to rectify the mul-

ticollinearity issue. Jantscher found that the Intelligence (14N) and Chaplain (52R)

career fields were positively correlated, which intuition says could be explained by

the nature and opportunity of the work for that the military provides for intelligence

officers, and the quality of life the military provides for Chaplains.

Elliot [10] focused on identifying statistically significant economic indicators af-

fecting attrition and utilizing them to build a reliable mathematical forecasting model

for attrition in the Air Force. Auto-Regressive Integrated Moving Average (ARIMA)

models were utilized and confirmed previous results that lagging economic indicators

can help predict retention. In particular, the unemployment rate, which was lagged

by 24 months. Elliot’s Dynamic Regression models performed better than the naive

models at forecasting attrition, and was found statistically significant in all of the

top performing models. Given the Air Force recommends making separation plans 12

months in advance, it would be necessary to implement a lagging indicator another

12 months in advance in order to get a more accurate prediction.

Schofield [11] examined sustainment behavior for each core AFSC. The Air Force

generally follows the congressional mandates that are given for each career field that

is deemed essential to operations. These sustainment lines are then optimized to

allocate the right number of officers to each core AFSC by maximizing the number
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of officers in the lowest-manned career fields. Schofield notes three key assumptions

in the current manning model, “The trends of historical retention, utilization, and

crossflow of officers will continue for the next 30 years; The five year out congression-

ally mandated endstrength will not change for 25 years; and the five year out funded

[manning] requirements will not change for 25 years”. [11] While Schofield notes that

these assumptions are quite unrealistic, they are necessary for building the model.

Schofield [11] utilized survival functions to model retention. The survival models

performed better with the Non-Rated Officer and Logistic Officer lines, and performed

worse than the current model in the Support and Acquisition Career Fields. However,

the dataset included 2014 which was considered a “force-shaping year”. Such data

makes prediction a more complicated issue given the unnatural characteristics from

that year. Schofield suggested Time Series Analysis or ARIMA models as a way to

provide insight to attrition behavior over such a long span of time.

Pujats [12] expanded upon the Elliot’s work using AFSC attrition rates that would

have correlating jobs in the private sector. He found that the attrition in the Air Force

is not the same throughout all AFSCs, but should be considered individually. The

significant factors for predicting this were generally civilian job prospects paired with

general economic indicators such as GDP per Capita and Median Household Income.

The 11X or Pilot, 17D or Cyber Officer, and 61A or Operations Research Analyst

career fields did not correlate with external economic indicators given the current and

growing need for those career fields regardless of the economic conditions. The 62E or

Developmental Engineer career field was not found to be statistically significant with

any particular career field given the variety of disciplines that engineering encompasses

in the civilian sector. While the same could be said for Operations Research or 61A

as well, they can be classified under a term that is defined by the Bureau of Labor

Statistics that includes education, government, trade, financial activities, etc. as
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“Employment in Services”.

Pujats [12] asserts that forecasting human behavior is difficult given irrational

thought processes and overall high level of unpredictability. He notes that prior to

performing any forecasting based on economic factors, the individual officer should

be studied to determine their likelihood of separation. However, Pujats also thought

that performing individual evaluations would be a time consuming process and the

issue of gathering enough quality data to train a model to perform such tests would

be very difficult.

2.3 Artificial Neural Network Forecasting Studies

While Artificial Neural Networks are not the usual methodology for time series

forecasting with deep learning, these studies show that deep learning architectures in

general are able to outperform ARIMA models in regards to forecasting macroeco-

nomic data.

2.3.1 Artificial Neural Network vs ARIMA Forecasting

Tang [13] compared the quantitative forecasting performance of Box-Jenkins vs

Neural Networks. The three time series used in the study were a long memory pattern

from Airline Passenger Data that shows an increasing trend and seasonal pattern, a

somewhat unclear seasonal pattern time series for domestic car sales data, and an

increasing trend time series with mostly irregular patterns for foreign car sales data.

Tang concluded that neural networks were better in long-term forecasting, but Box-

Jenkins was slightly better for short term forecasting. The hidden layer in the neural

network was the difference maker between the two models because without it the

neural network is functionally similar to the Box-Jenkins method. In summary the

neural network would perform better with nonlinear data, but it would be more
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beneficial to use Box-Jenkins with a linear data set.

2.3.2 Artificial Neural Network Forecasting

A group of researchers from Singidunum University and Young Researchers and

Elite Club from Islamic Azad Univeristy [14] conducted a study on how ANNs per-

formed in the forecasting of economic parameters, those being Gross Domestic Prod-

uct(GDP) and the Hirschman–Herfindahl Index (HHI). They used two different train-

ing techniques, Extreme Learning Machine(ELM) and Backwards Propagation(BP).

An ANN with ELM was developed as a learning algorithm for a single hidden layer

feed forward network. ELM and BP were applied to an ANN wth three layers,

and when predicting GDP, based on the metrics of R2 and Root Mean Square Er-

ror (RMSE), the ANN with the ELM training performed better than the BP trained

ANN, but neither performed exceptionally well comparatively to the HHI prediction

with R2 values of 0.5609 for the ELM trained ANN and 0.443 for the BP trained

ANN. The ELM and BP approach were used again and had an R2 value of 0.9594

and 0.8402, respectively. The RMSE for both metrics for ELM was about half of the

RMSE for BP, which shows that the ELM method of training shows promise for the

prediction of macroeconomic indicators.

2.3.3 Hybrid ARIMA-Neural Network Approach

Zhang [15] proposed a hybrid approach to time series forecasting with ARIMA and

Artifical Neural Network models. It is often difficult to determine whether or not a

time series is generated from a linear or nonlinear underlying process, and real-world

time series are rarely purely linear or nonlinear. In linear cases, ARIMA handles

forecasting fairly well, but not as well in nonlinear cases, whereas ANNs handle non-

linear cases well, but have yielded mixed results in linear cases. As a generalization of
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the process, the first step would be to create an ARIMA model to analyze the linear

portion of the problem and to create a neural network to model the residuals from

the ARIMA model. Since the ARIMA model cannot capture the nonlinear structure

of the data, the neural network is able to capture information about the nonlinearity

from the residuals. This process was implemented on three data sets, the Wolf’s

sunspot data, the Canadian Lynx data, and the British Pound/USD exchange rate.

All three data sets have different statistical characteristics a robust test of the hybrid

model. After training and testing all three models, it was found that the hybrid model

performed better than the component models in every scenario.

2.3.4 Recurrent Neural Networks

Reccurent Neural Networks or RNNs are a family of neural nets that are designed

for sequential data such as time series data. It is structured similarly to a feedforward

network, but unlike it, the input at time t + 1 is the output of xt and the input of

xt+1, which can be seen in Figure 1.

The RNN’s output for a single instance can be shown mathematically as:

Y(t) = φ(W T
x x(t) +W T

y y(t−1) + b) (1)

where φ() is the activation function, generally a “ReLu” function. “W T
x x(t)”, “W T

y y(t−1)”

are the weight matrices for the current time step input and the previous time steps,

and lastly, b is the bias vector. The output can then be decomposed into matrix

notation as:

Y(t) = φ([X(t)Y(t−1)]W + b) (2)
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where

W =

Wx

Wy

 (3)

Figure 1: Simple RNN

2.3.4.1 Training RNNs

Training an RNN is less intutive than the Artificial Neural Network(ANN) train-

ing process. An ANN will make a foward pass through the network, determine error

predictions, then backpropagate the error gradient back to the beginning of the net-

work. RNNs work differently, using Back Propagation through time (BPTT). The

BPTT process is depicted in Figure 2, where W is the weight, b is the bias, Y(t) is

the output at a time step t, and C(Y(t)′) is the cost function used to calculate the

gradient. In Figure 2, the first two outputs are ignored, but every output that isn’t

greyed out will have the gradients of the cost function propagated backward through

the unrolled network. The concept of an unrolled network is where every time step

of a single cell of an RNN is shown. The model’s weights are then updated based on

the gradients across all time steps.
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Figure 2: Backpropagation Through Time

2.3.4.2 Deep RNNs

Similarly to adding hidden layers to a feedforward network, deeper RNNs are used

to abstract more relationships between the data. As can be seen in Figure 3, a deep

RNN is essentially the stacking of recurrent layers on top of each other.

Figure 3: Deep RNN

A drawback of these Deep RNNs can be that the addition of too many stacked
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layers may hamper the model’s performance. This problem is encountered when there

are longer sequences of data. With longer sequences, the RNN will gradually forget

the first inputs of the sequence

2.3.4.3 LSTMs and GRUs

Long Short Term Memory Models or LSTMs and Gated Recurrent Units or GRUs,

are RNN-like structures used to address the vanishing gradient problem. The vanish-

ing gradient is the problem that occurs when the backpropagation of the algorithm

causes the gradient to get smaller and smaller until the weights no longer change and

the gradient descent fails to converge.

An LSTM uses a simple multilayer perceptron (MLP) as the structure for an input

gate, a forget gate, and an output gate. These define whether or not the data can

pass through depending on priority and enable the network to partition data to save,

forget, and remember. The structure of the LSTM is depicted in Figure 4.

Figure 4: LSTM Network

The LSTM process can be explained mathematically as follows:
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• The current timestep input Xt is combined with the previous time steps hidden

state, h(t−1)

• The forget gate, ft, is equal to, σ(Xt + h(t−1)) and relates to the long term

memory

• The candidate cell state, c̄t is equal to tanh(Xt) and is multiplied with σ(Xt)

as the input gate, it

• The input gate controls what should be added to the long term memory

• The cell state for the current time step, ct is then calculated by combining

(it ⊗ c̄t + ft ⊗ ct−1)

• The output gate, ot, is also equal to σ(Xt), and is then multiplied by tanh(ct),

which outputs the hidden state for this time step, ht

At each multiplication step in the process there is a weight and bias associated

with each variable. As with RNNs, refining the weights through the training process

improves the model. A summary of each equation follows.

i(t) = σ(W T
xiX(t) +W T

hih(t−1) + bi)

f(t) = σ(W T
xfX(t) +W T

hfh(t−1) + bf )

o(t) = σ(W T
xoX(t) +W T

hoh(t−1) + bo)

c̄(t) = tanh(W T
xc̄X(t) +W T

hc̄h(t−1) + bf )

c(t) = f(t) ⊗ c(t−1) + i(t) ⊗ c̄(t)

y(t) = h(t) = o(t) ⊗ tanh(c(t))

(4)
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The activation functions are used to simulate memory where values that would go

to zero through the logistic or sigmoid are “forgotten” and conversely the inputs that

go to one are “remembered”. The hyperbolic tangent function is used to overcome

the vanishing gradient given the necessity for a function to have a second derivative

that can sustain a longer range before going to zero. This can be replaced by another

function such as a “ReLu”. The ReLu function logic is if the input is negative, the

function returns zero, else it returns itself. The sigmoid function and hyperbolic

tangent can be seen in equations 4 and 5 respectively.

σ(x) =
1

1 + e−x
(5)

tanh(x) =
sinh(x)

cosh(x)
=
ex − e−x

ex + e−x
(6)

Figure 5: GRU Network
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GRUs are a less complicated structure compared to an LSTM. Unlike an LSTM a

GRU does not have an output gate, but has an update gate and a reset gate. These

gates decide which information should be passed to the output. The structure can be

seen in Figure 5.

The GRU process component equations are in equation 6.

r(t) = σ(W T
xrX(t) +W T

hrh(t−1) + br)

z(t) = σ(W T
xzX(t) +W T

hzh(t−1) + bz)

g(t) = tanh(W T
xcX(t) +W T

hch(t−1) + bc)

h(t) = z(t) ⊗ h(t−1) + (1− z(t) ⊗ g(t)

(7)

Unlike LSTMs, there is no output gate. There is a single gate controller, z(t), that

controls the input gate and the forget gate. If it outputs a 1, the input gate is closed

and the forget gate is opened. This is due to the h(t) in equation 6, where if z(t) = 0,

h(t) will equal h(t−1). [16]

2.3.5 Recurrent Neural Network Forecasting Studies

Tölö [17] used different Recurrent Neural Networks (RNNs) to predict financial

crises one to five years ahead of time. Previously, literature used logistic regression

and simple neural net architectures, but given RNNs’ ability to make more robust

predictions with Time Series data, RNNs can make significant improvements. The

Jorda-Schularick-Taylor dataset was used in this analysis. Tölö compared the logit

model and the Multilayer Perceptron (MLP) to a simple RNN, a Long Short Term

Memory (LSTM) RNN, and a Gated Recurrent Units (GRU) network. A problem

with a simple RNN is that they can be susceptible to vanishing or exploding gradi-

ents, so LSTMs and GRUs were introduced to avoid this problem by using gating
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mechanisms.

The measurement of Area Under the Curve (AUC) was used in Tölö’s study, and

the LSTM had the best overall performance across the different time horizons (1-5

years); however, there was a only a statistical difference between it and the MLP

at the 5% significance level at the 2-year horizon. However, given a better accuracy

overall for predicting what is an economic extremity, this method should be successful

in predicting economic leading indicators and by extension officer retention curves.

Siami-Namini [18] compared the performance of ARIMA models vs LSTM models

with different stock indexes such as the Dow Jones index, n225 index, Hang Seng

Index, etc. The LSTM greatly reduced RMSE for the predictions. On average, The

LSTM’s prediction accuracy was 85% better than the ARIMA model’s prediction

accuracy.

Siami-Namini’s study also analyzed the effect of the number of epochs on the

RMSE for a prediction. An epoch is one full training run through of the data. There

was no statistically significant difference on the financial data predictions when the

number of epochs was changed, but that doesn’t necessarily hold for all LSTM models

given that some training data can be more difficult for the model to learn than others

and can cause overfitting.

Di Persio and Honchar [19] used RNNs, LSTMs, and GRUs to forecast Google’s

daily stock price movement. They used data from the last five years to forecast up to

a 5 day prediction horizon with up to 72% accuracy. The best prediction model was

the LSTM with dropout added. Dropout is a method of regularization in a neural

network model; it is used to prevent overfitting of the model. LSTMs and GRUs

are both susceptible to overfitting of the training data due to the implementation of

stacking to improve “memory”.
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III. Methodology

3.1 Methodology

This chapter discusses the data collection and preparation for both the economet-

ric data as well as the AFSC separation data. The features are compiled into one data

set where the econometric features are the explanatory variables and the separation

rate data are the response variable. The multivariate forecasting techniques that are

applied in this study are outlined with different data sets applied to each technique

due to the differing computational requirements that accompany each one. The Deep

learning models require much more time, resources, and data to properly train and

tune their hyperparameters.

3.2 Multivariate Time Series Analysis

Multivariate methods are used to examine the relationship between the econo-

metric data and the separation rate data. Gated Recurrent Units (GRUs) and Long

Short-Term Memory models (LSTM) are the techniques chosen for this study, both of

which are improved upon variants of Recurrent Neural Networks, and both methods

use the econometric features as the independent feature space, and use the separation

date as the dependent response.

3.3 Data Collection & Preparation

Data from HAF/A1 for the separation rate was aggregated by month, and then

aggregated across the entire Air Force to create an Average Separation Rate for the

entire Air Force Officer Corps. Given the limitations on data completeness, only 10

AFSCs were considered for the aggregate model and for individual models. This is
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seen in Table 1. This data covered 2005 until 2018 and contained 156 months of data

points.

Table 1: All AFSCs considered in this study

AFSC List

Air Force Specialty Code Title

11X Pilot

12X Combat Systems Officer

21A Aircraft Maintenance Officer

21R Logistics Officer

32E Civil Engineering

51J JAG

62E Developmental Engineer

63A Acquisition Manager

64P Contracting Officer

65F Financial Manager

3.3.1 Data Transformations & Manipulations

The econometric data and the separation rate featured a variety of scales. All

of the data were normalized to a (0, 1) scale. The econometric features that were

gathered from previous master data sets had six months of missing data, so an average

imputation was performed to fill in the missing values. All of the data points were

merged together by date. Given that the Separation Rate is aggregated as monthly

data, the econometric data was also averaged into monthly data. An airman’s decision

to separate requires lead times, so the econometric data was lagged six months with

respect to the separation data to provide a higher fidelity forecast. Other lag times

were considered, but either worsened the autocorrelation problem with the data or
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yielded worse deep learning models.

3.4 Deep Learning Implementation

Deep learning has not been used to examine the Air Force Retention Problem. The

method examined in this study was a Recurrent Neural Network, more specifically

LSTMs and GRUs. Implementation involved the Tensorflow Keras library in Python

with an EVGA XC3 Ultra Gaming RTX 3080 Graphics Processing Unit(GPU) and

an Intel I5-10400 Central Processing Unit(CPU).

3.4.1 Neural Network Data Requirements

The deep learning model used an 80% training, 10% validation, and 10% test

split, where the data are formatted as sequenced data without shuffling to keep the

time series in order with the training data being the oldest data, the validation data

following, and the test data are the most recent data. An additional requirement for

the data are for it to be in a specific shape array. This requires using the “Numpy” or

Numerical Python library in Python to create multidimensional Numpy arrays. The

training data are in a multidimensional Numpy array of shape: (number of training

points, window, number of features). The number of training points is the number

of data points that are used to train the model. The “window” is a sliding window

where the model will consider the past window of data points for the next prediction,

meaning that given a point at time t, the window model will look back t − window

points to predict t + 1. The number of features is the total feature space including

the independent and dependent variables.
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3.4.2 Economic Feature Selection for LSTM

The standard for feature selection was the Durbin-Watson Statistic which is a

serial correlation test for time series data. The baseline used was from McGee [4] who

found statistical significance based on regression analysis for New Business Formations

and New Durable Good orders. The Consumer Confidence Index(CCI) was added and

returned the best Durbin-Watson value when all features were lagged by 6 months.

Other economic statistics such as the unemployment rate, Housing Market Index,

and US Treasury Yield rates were considered initially, but given the noisy nature of

the data, they did not help the model’s predictive power in any capacity.

3.4.3 Model Selection

A complex component of Neural Networks is the tuning of the hyperparameters.

While most toy problems can be tuned manually, a larger problem like this with real

world data, needs a more systematic approach to reach a broader range of hyper-

parameter combinations. The keras library makes sequential neural network models

easy to use since it is possible to interchange LSTMs and GRUs by switching the

names in the code. They also require the same shape parameters, so the comparison

between the two models can be executed through a tuning process.

Neural Networks are commonly referred to as a “black box” with standard archi-

tectures that consist of an input layer, a type of layer - here LSTM or GRU layers,

a dense layer with an activation function, an optimizer with a loss function, and a

learning rate. This network also contains stacked LSTM layers which are defined in

the command “return sequences=True”. These layers will allow each of the input

neurons to have a hidden state output compared to the dense layer which will output

the single value prediction for time t + 1. This network also has a dropout rate to

help avoid the overfitting that LSTMs tend to have.
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Each Neural Network is composed of several necessary components in their struc-

ture:

• An input layer in the correct shape for the specified type of Network, in this

case LSTM or GRU layers

• A specified number of stacked layers;

• A method for regularization to help prevent models overfitting, such as dropout;

• A dense layer as well as a dense activation function to create an output for a

time series to predict t+ 1;

• An optimization algorithm, “Adam” was used to help with hyperparameter

tuning since the default learning rate value of 0.001 can generally be used to

success; and

• The loss function that the algorithm is used to train on, in this case was the

mean squared error metric.

3.4.4 Keras Tuner Algorithm

The keras library uses the package “keras tuner” as an automated search algo-

rithm. In this research, the hyperband, which is denoted as the current state of the

art in the keras documentation, and the RandomSearch were used. The Random-

Search performed better than the hyperband search for the different deep learning

models, so the RandomSearch algorithm is depicted in Figure 6. The search is tuning

the number of neurons in the input layer, the number of stacked LSTM layers and

the neurons in those layers, another LSTM layer’s neurons, the dropout rate, the

dense layer’s activation function, and the learning rate. The “best” models for both

LSTMs and GRUs were used as starting structures. This is due to the fact that this
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search could find a good model in terms of RMSE, but once that model is plotted it

could just essentially return a trend line through the center of the data rather than

an attempt to plot the separation rate peaks and troughs.

An example of the search function which is found in Figure 7, which is an exam-

ple of the LSTM search. Every individual AFSC as well as the aggregated average

separation separation rate went through 500 trials for 100 epochs for both an LSTM

and GRU structure.

Figure 6: The LSTM Search Function is used to find the optimal parameters of an
LSTM model. This Search function can also be used to tune a GRU model if the
names are switched at each instance of the code.

LSTMs and GRUs have been shown to perform better in multivariate time series

forecasting than simple RNNs as was seen in Tölö [17] and Di Persio’s [19] studies.

So, they were not considered in this study due to the time consuming nature of tuning

neural network hyperparameters.
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3.5 ARIMA Model Baseline

The results of the deep learning techniques techniques were compared to each

other as well as the a univariate forecast using an ARIMA model based solely on

the separation rate data. This was used as a baseline because if a univariate model

without econometric data performed better than a multivariate model with econo-

metric then we may have reason to believe that the econometric data is not useful in

predicting separation rate.

3.5.1 Stationarity and Differencing

Stationary data essentially means that the mean and variance stay the same over

time, and is a necessary component for ARIMA models. Differencing of the data is

the transformation usually used to obtain stationary data. Generally, the series will

only need to be differenced a few times, which can be done as seen in equation 7. A

first order differencing is denoted as y′t and a second order differencing is denoted as

y′′t.

y′t = yt − yt−1

y′′t = y′t − y′t−1 = yt − 2Yt−1 + yt−2

(8)

LSTMs and GRUs don’t necessarily need stationary data in order to learn or find

the trends in a series due to their ability to find nonlinear relationships.

3.5.2 ARIMA Model Hyperparameters

ARIMA models are comprised of 7 components:

The Non-seasonal Components:
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• p, or the “AR” in the ARIMA model, is the lag order of the model

• d, or the “I” in the ARIMA model, is the number of times the series is differenced

to make it stationary

• q, or the “MA” in the ARIMA model, is the moving average order of the model

And the Seasonal Components:

• P , or the “AR” in the ARIMA model, is the lag order of the seasonal portion

of the model

• D, or the “I” in the ARIMA model, is the number of times the seasonal portion

of the model is differenced to make it stationary

• Q, or the “MA” in the ARIMA model, is the moving average order of the

seasonal portion of the model

• m is the period for seasonal differencing, i.e. 4 for quarterly data, 12 for monthly

data

3.5.3 Tuning ARIMA Hyperparameters

Tuning an ARIMA model’s Hyperparameters is done by examination of the Auto-

correlation Function (ACF) plot and Partial Autocorrelation Function (PACF) plot.

Candidate lag orders for p are found through the Autocorrelation Function (ACF)

plot. As an example, consider Figure 7, an ACF plot for the 11X Career Field. The

lags at 0, 1, 2, 3, and 12 are all considered statistically significant since they are

outside of the blue shading which represents the significance level for different lag

orders.

Tuning q is similar to p, but instead the PACF plot is examined. Consider the

PACF plot for the same AFSC, 21A, in Figure 8. The points at 0, 1, 2, and 12

27



Figure 7: ACF Plot for 11X

are considered statistically significant in the model, but using higher order moving

average orders can result in over fitting. So, only 0, 1, and 2 were considered.

Figure 8: PACF Plot for 11X

Lastly, d is tuned by examining how many orders of differencing are required for

the series to be stationary. This is done by using the Augmented Dickey-Fuller test,

where if the p-value for every time series being considered is less than the significance
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level of 0.05, we can reject the null hypothesis that the series is not stationary.

Tuning the seasonal parameters for the models was done using the “auto arima”

function in python. This is an automated grid search algorithm that finds the best

overall hyperparameters for an ARIMA model. These seasonal ARIMA models were

compared to the non-seasonal ARIMA models to see if they were a better fit for the

data.

3.5.4 Best ARIMA Model

The ARIMA model for each AFSC was chosen based on RMSE just like the LSTM

and GRU models. The data was separated into the train and test split to where there

were 14 months set aside for testing to compare this method to the multivariate

methods.
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IV. Results

4.1 Introduction

This chapter presents the analysis on the Deep Learning multivariate time series

analysis methods, and how they compare to each other as well as the univariate time

series models. The three different models used for comparison were ARIMA models

for a baseline, GRU models, and LSTM models. The ARIMA model did not use

econometric data since it is a univariate model. It used the separation rate as the

data set where the future forecast is based solely on the past data. This is a useful

baseline since the objective of this study is to determine whether or not econometric

indicators are useful in forecasting separation rates. The initial comparison is for an

aggregated dataset for all of the AFSCs in this study, and then a drill down into

different AFSCs where one of the deep learning models performed better than the

baseline ARIMA model.

4.2 Deep Learning Model Data Limitations

Training Neural Networks with a small amount of training data such as with this

set will always present challenges. The main challenge with this data are validating

the model with data that has no guarantee of containing similarities or traits that the

training set has. The LSTM and GRU were both trained on 80% of the data with 10%

set aside for validation, and 10% set aside for testing. There is also a sliding window of

10 data points that the model uses as the data that it is looking back on to predict the

next point. This leaves the model with 124 data points for training, 14 for validation,

14 for testing. This small amount of data means that the model is not exposed to

different specific trends over time. Regardless of hyperparameter tuning, the training

and validation curves will most likely never converge. This would generally be seen
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as overfitting since the training loss is much smaller than the validation loss, but it

will not be as much of a consideration moving forward due to the nature of the data.

4.3 RMSE Comparisons

The three different models were compared on the basis of RMSE. This measure

is used to compare the time series models since differences in either direction can

be potentially problematic for maintaining a sufficiently manned Air Force. As can

be seen from table 2, the ARIMA models generally performed better than the deep

learning models for most AFSCs as well as the aggregated data.

Table 2: RMSE Comparison between the two deep learning models and the baseline
ARIMA model.

RMSE Comparison Between Models

AFSC LSTM RMSE GRU RMSE ARIMA RMSE

11X .0023 .0016 .0021

12X .0035 .0027 .0019

21A .0045 .0044 .0029

21R .0030 .0024 .0021

32E .0031 .0041 .0032

51J .0062 .0049 .0041

62E .0025 .0025 .0021

63A .0025 .0030 .0021

64P .0039 .0033 .0030

65F .0043 .0038 .0031

All AFSCs .0030 .0021 .0015

4.4 Aggregated AFSC Data

While the GRU and LSTM models performed well, the ARIMA model performed

better in terms of RMSE and much better at following the overall separation rate

trend for the test data of the aggregated AFSC data as can be seen in Figures 11, 12,

and 13. This aggregated data hides some of the noise that takes place in the individual
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AFSCs. The problem with the deep learning models is that they are trying to model

these hidden relationships, but they end up extrapolating noise and other error where

its possible that none exists.

4.4.1 ARIMA Baseline

The candidate ARIMA model’s were selected based on the ACF and PACF plots

found in Figures 9 and 10, respectively. The significant points for the ACF plot that

defines p show where p could be between (0-2, 11-12). The significant points for the

PACF plot that defines q show where q could be between (0-1, 10-12). The higher

values for p and q signal that there could be seasonality present in the data. Those

seasonal spikes could also signal that the data is stationary. So, the Augmented

Dickey-Fuller was conducted on the data and returned a value of 0.304. Given

this, we would not have sufficient evidence to reject the null hypothesis that the

data are non-stationary. Therefore, a non-seasonal ARIMA model was constructed

with hyperparameters of (11,1,1), and returned an RMSE for the test prediction of

0.00152. To account for the possible seasonal components seen in the seasonal spikes

of the ACF plot, a Seasonal ARIMA model was constructed with hyperparameters

of (1,0,0)(1,0,1)[12] that returned an RMSE of 0.00252. Given a better performance

on the test data, the non-seasonal ARIMA was chosen, and is shown in Figure 11.

Figure 9: All AFSCs ACF Plot Figure 10: All AFSCs PACF Plot
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Figure 11: All AFSCs ARIMA Model

4.4.2 Deep Learning Models for All AFSCs

The Deep Learning models for the aggregated model were tuned initially for their

optimized architectures as can be seen in figures 12 and 13. Unlike the ARIMA model,

the hyperparameter tuning is more of a black box to where the best choices are more

easily found through a grid search process - given sufficient computational power.

As can be seen in Figures 12 and 13, the GRU performed better than the LSTM

in this problem instance. This can be confirmed by the test prediction RMSE. The

test RMSE for the LSTM was 0.0030 whereas the test RMSE for the GRU model

was 0.0021. However, neither model performed as well as the ARIMA model showing

that the econometric features were not as strong of predictors as the separation rate

itself.
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Figure 12: All AFSCs LSTM Predic-
tion Figure 13: All AFSCs GRU Prediction

4.5 LSTM vs GRU Models

Given how new the GRU structure of Recurrent Neural Networks is, the general

consensus is that the LSTM will perform better on most data sets. However, this

study found that the GRU performed better than the LSTM for 9 of the 11 data sets.

This could be for a multitude of reasons. One possible answer is the stochastic nature

of a neural network’s training process. It is always possible for a network to reach

a global minima, but given the small training set and randomness of the data, it is

unlikely. Another possibility is that GRUs perform better than LSTMs with smaller

amounts of training data. This is due to the GRU model using all of the data as its

memory rather than an LSTM “forgetting” certain pieces of data if it does not match

the criteria to get through the forget gate. This process for the LSTM is why longer

time series sequences will generally perform better, but there is not a specific length

where an LSTM model will always perform better than a GRU model. This makes

it a necessity to sufficiently test both types of structures.

4.6 High Performing Deep Learning Models

While the majority of the deep learning models did not outperform the ARIMA

models, there were two deep learning models that did perform better than ARIMA.
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The GRU model for 11X and the LSTM model for 32E.

4.6.1 11X-Pilots LSTM Model

Pilot retention is always going to be a point of contention with the Air Force given

the competition from the private sector for a more stable home life and possibly more

competitive pay. The GRU model performing better than the ARIMA model here

shows that the economic relationships the model was able to exploit were better

predictors than the separation rate. On a more subjective level, as can be seen in

Figures 14 and 15 the GRU model follows the overall trend much better than the

ARIMA model does. The GRU model captured both separation peaks well enough

to where a decision maker would be able to implement a change to either bring in

enough new pilots from USAFA and ROTC or create more of an emphasis on pushing

more through the training pipeline so that those students could fill the roles of the

pilots that would be moving into staff roles.

Figure 14: 11X GRU Prediction Figure 15: 11X ARIMA Prediction

4.6.2 32E-Civil Engineering LSTM Model

Civil Engineering is a career field generally in demand in the private sector. Such

a well defined private sector counterpart that could entice officers to separate in favor

of a more stable civilian lifestyle and a possible pay increase. Unlike with the pilot
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data, the LSTM model performed much better than the GRU model and slightly

better than the ARIMA model in terms of RMSE. In terms of following the trend,

the ARIMA model does not capture the peaks of separation very well. It sticks to

the middle of the data, staying between the minimum and maximum points. The

LSTM does capture the first peak well, but struggles to capture the second and third

peaks. While it does not capture them perfectly, if the second and third prediction

peaks were averaged together, they would be about equal to the separation rate for

that 5 month time period.

Figure 16: 32E LSTM Prediction Figure 17: 32E ARIMA Prediction

4.7 Potentially Useful Deep Learning Models

While these deep learning models did not perform as well as the ARIMA models

in terms of RMSE, these models were able to follow the separation rate trend well

enough to where they could be useful. The AFSCs that were selected for this section

would also have a fairly stable private sector job if they were to separate from the

Air Force.

4.7.1 62E-Developmental Engineers

The developmental engineer is an AFSC that would most likely be able to find

a job outside of the Air Force if they were to separate after completing their Active
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Duty Service Commitment. The GRU model in Figure 17, was able to predict both

peaks of attrition as well as the ARIMA model. This illustrates the point that while

RMSE is a useful measure, it is calculated by differences at points in time. The

average RMSE could be affected by the model predicting the peak one time step too

early. In practice, this early peak prediction would not mean much since there would

be a later adjustment to compensate for the increase in separations.

Figure 18: 62E GRU Prediction Figure 19: 62E ARIMA Prediction

4.7.2 63A-Acquisitions Officer LSTM Model

As shown in Figures 20 and 21, the LSTM model follows the actual separation

rate much better than the ARIMA model. Like the developmental engineer, an

acquisitions officer will have similar job opportunities outside of the Air Force. Thus,

as the economy enters a period of growth or recession, this could be an AFSC that

needs to be monitored as the separation rate is sensitive to those economic changes.
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Figure 20: 63A LSTM Prediction
Figure 21: 63A ARIMA Predic-
tion

4.7.3 64P-Contracting Officer GRU Model

The GRU model for the Contracting officer was another example where the

ARIMA model was able to capture a fairly steady increase in separation over time,

but also predicted that there would be another sharp increase in separation when

there would not be one. The GRU model was able to accurately capture the ini-

tial increase in separation, but was not able to forecast the secondary increase at

month 12. This could lead to a possible shortage for the career field since the forecast

would lead a decision maker to believe that an influx of contracting officers was not

necessary.

Figure 22: 64P GRU Prediction
Figure 23: 64P ARIMA Predic-
tion
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4.8 Omitted Graphs and Models

The training and validation loss plots for each deep learning model as well as the

remaining prediction plots for the deep learning models and ARIMA models of the

test data are found in the appendix. The loss function plots were removed given the

differences between the training data and validation data caused the model to never

converge by usual standards. A model will never converge if the validation data does

not share enough similarities with the training data. The remaining models plots

were omitted as they did not perform as well as the models above had.
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V. Conclusions and Future Work

5.1 Conclusions

The goal of this research was to examine whether econometric data might help

predict officer attrition. This was examined using multivariate time series analysis,

specifically deep learning, to try and extrapolate the hidden relationships between the

data that may not be possible to extrapolate with traditional forecasting methods,

such as ARIMA models. Ten individual AFSC separation rates were considered in

this study as well as an aggregated average separation rate for the AFSCs present

in this study. The economic feature selection continued the work of McGee [4] and

Elliott[10] by considering New Business Formations, New Durable Good Orders, and

the Consumer Confidence Index lagged by 6 months and the unemployment rate

lagged by 24 months. While the best Durbin-Watson scores were with models that

contained the unemployment rate, the best deep learning models used only New Busi-

ness Formations, New Durable Good Orders, and the Consumer Confidence Index.

While all possibilities for the hyperparameters could not be explored, every deep

learning model was put through at least 500 trials of a random search algorithm for

each AFSC. This gave a good starting point for the by-hand hyperparameter tuning

process to be a fairly robust exploration of the best model. A difference between a

“best” deep learning model and an ARIMA model is that the ARIMA model will

be the same every instance given the same hyperparameters. A deep learning model

will not be the same every instance given the stochastic optimization of the gradient.

A different local minima could be found each time, and the global minima might

never be found. The other trade off that has to be considered is how much easier

the ARIMA model is to implement than the deep learning models. There are vastly

reduced training times for the ARIMA models as well as far fewer hyperparameters.
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One could very easily run an ARIMA model on a standard laptop, but to sufficiently

run a deep learning model, you would need GPU or TPU performance due to the

complexity of the matrix calculations that are taking place. Lastly, a limitation for

these models is how little data are available for training. The 124 data points is not

enough to capture all of the hidden relationships that these economic indicators could

have with officer attrition. With all of this in mind, as well as the overall performance

for the ARIMA model compared to the deep learning models, the ARIMA is a better

choice for implementation for the time being until more data is available.

5.2 Future Work

Possible future work could be to explore data augmentation through the use of

MIT’s CTGAN library. The CTGAN library is a new library for data augmentation

that generates synthetic tabular data meant to mimic real data with high fidelity.

However, given the unpredictable nature of the attrition data, it may not be possible

for the CTGAN to capture the underlying distribution of the data. In lieu of this,

it could be possible to consider individual separation given specific demographics.

If data exists that can give multiple instances of different demographics, the data

augmentation process could be used to create multiples of these instances. That data

could then be used to train a classification model to determine when that individual

would separate.
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Appendix A. Omitted AFSCs

This section contains the Training and Loss Curves, best deep learning model

output, and best ARIMA model output.

A.1 12X-Combat Systems Officer

Figure 24: 12X GRU Training and
Validation Loss Curves

Figure 25: 12X GRU Model Pre-
diction and Test Plots

Figure 26: 12X ARIMA Model Output
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A.2 21A-Aircraft Maintenance Officer

Figure 27: 21a GRU Training and
Validation Loss Curves

Figure 28: 21a GRU Model Pre-
diction and Test Plots

Figure 29: 21A SARIMA Model Output
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A.3 21R-Logistics Readiness Officer

Figure 30: 21R GRU Training and
Validation Loss Curves

Figure 31: 21R GRU Model Pre-
diction and Test Plots

Figure 32: 21R ARIMA Model Output
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A.4 51J-Judge Advocate

Figure 33: 51J GRU Training and
Validation Loss Curves

Figure 34: 51J GRU Model Pre-
diction and Test Plots

Figure 35: 51J ARIMA Model Output
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A.5 65F-Financial Readiness Officer

Figure 36: 65F GRU Training and
Validation Loss Curves

Figure 37: 6F GRU Model Predic-
tion and Test Plots

Figure 38: 65F ARIMA Model Output
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Appendix B. Training and Validation Loss Graphs for
Models Included in Thesis

B.1 11X GRU

Figure 39: 11X GRU Loss Graph

B.2 32E LSTM

Figure 40: 32E LSTM Loss Graph
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B.3 62E GRU

Figure 41: 62E GRU Loss Graph

B.4 63A LSTM

Figure 42: 63A LSTM Loss Graph
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B.5 64P GRU

Figure 43: 64P GRU Loss Graph
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Appendix C. Code Examples

C.1 LSTM Code

This is an example of the data preparation, building of a sequential model, and

plotting the model prediction for the 11X LSTM model.

from sklearn import preprocessing as prep

from sklearn.preprocessing import MinMaxScaler

import time

import math

import tensorflow

import keras

import tensorflow.keras

from tensorflow.keras.layers import LSTM , GRU

from tensorflow.keras.models import Sequential

from tensorflow.keras.layers import Dense , Activation ,

Dropout

from tensorflow.keras import callbacks

from tensorflow.keras import optimizers

from keras_tuner import *

from pickle import dump ,load

def standard_scaler(X_train , X_test):

train_samples , train_nx , train_ny = X_train.shape

test_samples , test_nx , test_ny = X_test.shape
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X_train = X_train.reshape (( train_samples , train_nx *

train_ny))

X_test = X_test.reshape (( test_samples , test_nx *

test_ny))

#preprocessor = prep.StandardScaler ().fit(X_train)

scaler = MinMaxScaler(feature_range =(0, 1))

X_train = scaler.fit_transform(X_train)

X_test = scaler.fit_transform(X_test)

X_train = X_train.reshape (( train_samples , train_nx ,

train_ny))

X_test = X_test.reshape (( test_samples , test_nx ,

test_ny))

return X_train , X_test

def preprocess_data(data , seq_len):

amount_of_features = len(data.columns)

data = data.values

data = data.astype(’float32 ’)

sequence_length = seq_len + 1

result = []

for index in range(len(data) - sequence_length):
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result.append(data[index : index + sequence_length

])

result = np.array(result)

train_row = round (0.8 * result.shape [0])

train = result [: int(train_row), :]

result = np.array(result)

valid_row = round (0.9 * result.shape [0])

valid = result[int(train_row):int(valid_row), :]

train , result = standard_scaler(train , result)

valid , result = standard_scaler(valid , result)

X_train = train[:, : -1]

y_train = train[:, -1][: ,-1]

X_valid = valid[:, : -1]

y_valid = valid[:, -1][: ,-1]

X_test = result[int(valid_row) :, : -1]

y_test = result[int(valid_row) :, -1][ : ,-1]

X_train = np.reshape(X_train , (X_train.shape[0],

X_train.shape[1], amount_of_features))
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X_valid = np.reshape(X_valid , (X_valid.shape[0],

X_valid.shape[1], amount_of_features))

X_test = np.reshape(X_test , (X_test.shape[0], X_test.

shape[1], amount_of_features))

return [X_train , y_train , X_valid , X_test , y_valid ,

y_test]

def graphHistory(history , title):

’’’

Function for graphing the training and validation loss

’’’

# summarize history for loss

fig = plt.figure ()

plt.plot(history.history[’loss ’])

plt.plot(history.history[’val_loss ’])

plt.title(’Model Loss ’ + title)

plt.ylabel(’Loss ’)

plt.xlabel(’Epoch ’)

plt.legend([’Tr. Loss ’, ’Val. Loss ’])

plt.show()

window = 10

X_train , y_train , X_valid ,X_test , y_valid ,y_test =

preprocess_data(_11x [:: -1], window)
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def build_best_model ():

model = Sequential ()

model.add(LSTM(input_dim = X_train.shape[2],

return_sequences = True ,

units = window))

model.add(Dropout (0.5))

model.add(LSTM(units = 64,

return_sequences = True))

model.add(Dropout (0.5))

model.add(LSTM(units = 96,

return_sequences = True))

model.add(LSTM(units = 64,

return_sequences = True))

model.add(Dropout (0.5))

model.add(LSTM(units = 64,

return_sequences = True))

model.add(Dropout (0.5))

model.add(LSTM(units = 124,

return_sequences = False))
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model.add(Dense(y_train.shape[0],

activation=’relu ’))

model.compile(loss = ’mean_squared_error ’,

optimizer = optimizers.Adam(

learning_rate = 0.001))

return model

model_11x = build_best_model ()

history = model_11x.fit(X_train , y_train , epochs =1200,

validation_data =(X_valid , y_valid), verbose=1, shuffle=

False)

graphHistory(history , ’11X Loss Graph ’)

pred , actual = inverse_scale(X_test , _11x , model_11x)

plt.plot(pred , color=’red ’, label=’Prediction ’)

plt.plot(actual , color=’blue ’, label=’Ground Truth ’)

plt.xlabel(’Months ’)

plt.ylabel(’Separation Rate ’)

plt.title(’LSTM Test Data Prediction for 11X’)

plt.legend([’pred ’, ’actual ’])

rmse = math.sqrt(mean_squared_error(actual , pred))

print("Test RMSE:", rmse)
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C.2 Auto ARIMA

Auto ARIMA code example where the input is a dataframe of a specific AFSC’s

separation rate. The first conditional statement forces the model to take seasonality

and stationarity into account. The second model is to return the best model on the

basis of RMSE.

import numpy as np

import pandas as pd

from sklearn.metrics import mean_squared_error

import pmdarima as pm

import statsmodels.api as sm

import warnings

def autoarima(df):

warnings.filterwarnings (" ignore ")

X = df.values

train , test = X[0:128] , X[129:143]

if adfuller(df)[1] <0.05:

model1 = pm.auto_arima(train , seasonal=True , m=12)

forecast1 = model1.predict(test.shape [0])

rmse1 = sqrt(mean_squared_error(test , forecast1))

model2 = pm.auto_arima(train , seasonal=False , m

=12)

forecast2 = model2.predict(test.shape [0])

rmse2 = sqrt(mean_squared_error(test , forecast2))

else:
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model1 = pm.auto_arima(train , seasonal=True , d =

1, max_d=3 ,m=12)

forecast1 = model1.predict(test.shape [0])

rmse1 = sqrt(mean_squared_error(test , forecast1))

model2 = pm.auto_arima(train , seasonal=False , d =

1, max_d=3, m=12)

forecast2 = model2.predict(test.shape [0])

rmse2 = sqrt(mean_squared_error(test , forecast2))

if rmse1 < rmse2:

figure = plt.figure ()

plt.plot(forecast1 , color = ’red ’)

plt.plot(test , color = ’blue ’)

plt.legend([’pred ’,’test ’])

print(’Test RMSE: %.5f’ % rmse1)

print(model1)

else:

figure = plt.figure ()

plt.plot(forecast2 , color = ’red ’)

plt.plot(test , color = ’blue ’)

plt.legend([’pred ’,’test ’])

print(’Test RMSE: %.5f’ % rmse2)

print(model2)
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